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1 Introduction

The program of stochastic quantization [1] and the stochastic regularization was car-
ried out for generic fields defined in flat, Fuclidean manifolds. For reviews of this program,
see the Refs. [2] [3] [4] [5]. In the development of this program some authors applied this
method to linearized Euclidean gravity [6] [7] and also non-linearized gravity. We may
observe, as it was remarked earlier [8], that the study of a situation which lies between
these two extremes is missing. A consistent logical step is to discuss an intermediate sit-
uation between fields in flat spacetime and quantum gravity, i.e., the semiclassical theory
[9] [10].

The stochastic quantization method was used recently to study self-interacting scalar
fields in manifolds which can be analytically continued to the Euclidean situation, i.e., the
Einstein and the Rindler space [8]. First, these authors solved a Langevin equation for
the mode coefficients of the field, then they exhibit the two-point function at the one-loop
level. It was shown that it diverges and they used a covariant stochastic regularization
to render it finite. It was shown that, indeed, the two-point function is regularized. It
is important to remark that this procedure of analytically extend the real manifold to
a complex one in the above situations renders the action a real quantity, allowing the
implementation of the stochastic quantization in a straightforward way.

Our aim in this article is to discuss the stochastic quantization of scalar fields defined in
a curved manifold, being more specific, the de Sitter spacetime. For a pedagogical material
discussing the classical geometry of the de Sitter space and the quantum field theory see,
for instance, the Refs. [11] [12] [13] [14] [15]. Note that the stochastic quantization is
quite different from the other quantization methods, therefore it can reveal new structural
elements of a theory which so far have gone unnoticed. For example, a quite important
point in a regularization procedure is that it must preserve all the symmetries of the
unregularized Lagrangian. Many authors have stressed that a priori we can not expect
that a regularization independent proof of the renormalization of theories in a curved
background exists. The presence of the Markov parameter as an extra dimension lead
us to a regularization scheme, which preserves all the symmetries of the theory under
study. Since the stochastic regularization is not an action regularization, it may be a
way to construct such proof. As a starting point of this program, for instance, in the
Ap? theory, we should calculate the two-point function up to the first order level in the
coupling constant A and apply the continuum stochastic regularization. Our results are
to be compared with the usual ones in the literature.

The organization of the paper is the following: in section II we discuss the stochastic
quantization for the (Ap'); scalar theory in a d-dimensional Euclidean manifold. In
section III we use the stochastic quantization and the stochastic regularization to obtain
the two-point Schwinger function in the one-loop approximation in the Euclidean de Sitter
manifold. Conclusions are given in the section IV. In this paper we use h = ¢ = kg =
G=1.
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2 Stochastic quantization for the (\p?); scalar theory:
the Euclidean case

In this section, we give a brief survey for the case of self-interacting scalar fields, imple-
menting the stochastic quantization and the continuum stochastic regularization theory
up to the one-loop level. Let us consider a neutral scalar field with a (Ap*) self-interaction.
The Euclidean action that usually describes a free scalar field is

Sole] = [t (5000 + (@), )

and the interacting part, defined by the non-Gaussian contribution, is

Silel = [de 2 o). )

The simplest starting point of the stochastic quantization to obtain the Euclidean
field theory is a Markovian Langevin equation. Assume a flat Euclidean d-dimensional
manifold, where we are choosing periodic boundary conditions for a scalar field and also
a random noise. In other words, they are defined in a d-torus Q = T'¢. To implement
the stochastic quantization we supplement the scalar field ¢(z) and the random noise
n(x) with an extra coordinate 7, the Markov parameter, such that ¢(x) — (7, x) and
n(x) — n(7,x). Therefore, the fields and the random noise are defined in a domain:
T?x R™). Let us consider that this dynamical system is out of equilibrium, being
described by the following equation of evolution

2 or,a) = -0
or™’ 0 () lp(@)=p(r, 2)

+ (7, ), (3)

where 7 is a Markov parameter, n(7, z) is a random noise field and Sy[¢] is the usual free
Euclidean action defined in Eq. (1). For a free scalar field, the Langevin equation reads

%‘P(T, r) = —(=A+mg)p(r,z) +n(T, ), (4)

where A is the d-dimensional Laplace operator. The Eq. (4) describes a Ornstein-
Uhlenbeck process. Assuming a Gaussian noise distribution we have that the random
noise field satisfies

(n(r,z)); =0 (5)
and
(n(r,z)n(r' ")), =20(r —7') 6%z — 2'), (6)

where (...), means stochastic averages. The above equation for the two-point correla-
tion function defines a delta-correlated random process. In a generic way, the stochastic
average for any functional of ¢ given by F[p] is defined by

[ dnFle)exp| =4 f d's [ drip(r.)]

J ] exp| 4 J a4 J dr ()]

(Flelm= (7)
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Let us define the retarded Green function for the diffusion problem that we call G(1T —
7',x — 2'). The retarded Green function satisfies G(t — 7',z — ') =0 if 7 — 7/ < 0 and
otherwise also
0
[0_ + (A, +m} )] G(r—1,2—12) =0z —2)o(r — 7). (8)
-

Using the retarded Green function and the initial condition (7, x)|.—9 = 0, the solution
for Eq. (4) reads

o(r, ) = /0 " /Q & G(r — 7', x — &), o). (9)

Let us define the Fourier transforms for the field and the noise given by ¢(7, k) and n(7, k).
We have respectively

1 d —ikx
Prk) = g [ dlae ™ plra), (10)
and ]
= Ay ek (T, 2).
W k) =g [ dlae i) (1)

Substituting Eq. (10) in Eq. (1), the free action for the scalar field in the (d + 1)-
dimensional space writing in terms of the Fourier coefficients reads

Solo U thymstrtr = 5 [ A% p(r, K) 2 + )7, ). (12)

Substituting Eq. (10) and Eq. (11) in Eq. (4) we have that each Fourier coefficient
satisfies a Langevin equation given by

gﬂﬁﬂﬂz—@?+m@@UﬁW+Mﬂ@- (13)

In the Langevin equation the particle is subject to a fluctuating force (representing a

stochastic environment), where its average properties are presumed to be known and also

the friction force. Note that the " friction coefficient” in the Eq. (13) is given by (k*+m3).
The solution for Eq. (13) reads

o(1,k) = exp (—(k2 + mg)T) (0, k) + /OT dr' exp (—(k2 +mg) (T — T’)) (7', k).  (14)

Using the Eq. (5) and Eq. (6), we get that the Fourier coefficients for the random noise
satisfy

(n(r,k))y =0 (15)
and
(n(r, k)n(r' k") )y = 20(1 — )6k + k). (16)

It is possible to show that ( (7, k)p(7', k') )plr=r = D(k, k';7,7") is given by:

D(k;7,7) = (27)%6%(k + k') (1 — exp (—27(k2 + mé))) (17)

(k2 +md)

where we assume 7 = 7’.
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Now let us analyze the stochastic quantization for the (Ap?*), self-interaction scalar
theory. In this case the Langevin equation reads

7 (r,7) = ~(~A + md )p(7,2) — 46 (r0) + (7,2, (18)

The two-point correlation function associated with the random field is given by the Eq.
(6), while the other connected correlation functions vanish, i.e.,

(n(m1, 21)n(72, 12)...0(T2k—1, Tap—1) )y = 0, (19)
and also

(71, 21).(Tog, Ton) Yy = D (71, 21)0(72, 22) Y (T, i) (70, 20) Ypees (20)

where the sum is to be taken over all the different ways in which the 2k labels can be
divided into k parts, i.e., into k pairs. Performing Gaussian averages over the white
random noise, it is possible to prove the important formulae

21)(x3)...0(, ) €5
JL%“O(TI’ 21)(T2, X2) ... p(Tn, T >77 = Jldele ;EZEP] e)sfp() ) )

(21)

where S[p| = Solp ]+ Srle] is the d-dimensional action. This result leads us to consider
the Euclidean path integral measure a stationary distribution of a stochastic process.
Note that the solution of the Langevin equation needs a given initial condition. As for
example

(7, 2)|r=0 = wo(). (22)

Let us use the Langevin equation to perturbatively solve the interacting field theory.
One way to handle the Eq. (18) is with the method of Green’s functions. We defined the
retarded Green function for the diffusion problem in the Eq. (8). Let us assume that the
coupling constant is a small quantity. Therefore to solve the Langevin equation in the
case of a interacting theory we use a perturbative series in A\. Therefore we can write

o(r,2) = 0O (1, 2) + ApW (7, 2) + N2p® (1, 7) + ... (23)

Substituting the Eq. (23) in the Eq. (18), and if we equate terms of equal power in A,
the resulting equations are

[3 (Bt m2 >] o (r,2) = n(r,), (24)

1

[ O (-a,+m )1 e (ra) = —5

o (07, 2))", (25)

and so on. Using the retarded Green function and assuming that @ (7, z)|,—o = 0, Vg,
the solution to the first equation given by Eq. (24) can be written formally as

POy = [Car [ d% Gr— 7w~ (T, o). (26)
0 Q
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The second equation given by Eq. (25) can also be solved using the above result. We
obtain

1 T
pW(r,2) = __/ dTl/ddle(T—lef’:_“)
3!'Jo Q

1 3
</ dT'/ ddl‘/G(Tl — 7' x — 2 (7, x')) ) (27)
0 Q

We have seen that we can generate all the tree diagrams with the noise field contributions.
We can also consider the n-point correlation function ( (71, 21)¢(72,22)...0(Tn, Tn) )y
Substituting the above results in the n-point correlation function, and taking the random
averages over the white noise field using the Wick-decomposition property defined by Eq.
(20) we generate the stochastic diagrams. Each of these stochastic diagrams has the form
of a Feynman diagram, apart from the fact that we have to take into account that we are
joining together two white random noise fields many times. Besides, the rules to obtain
the algebraic values of the stochastic diagrams are similar to the usual Feynman rules.

As simple examples let us show how to derive the two-point function in the zeroth
order ( (11, x1)p(T2, T2) >£)0)’ and also the first order correction to the scalar two-point-
function given by ( (71, x1)p (72, 22) )gl). Using the Eq. (5), Eq. (6) and also Eq. (9) we
have

min(Ti,72)
<<P(717$1)80(7'27332)>7(70) = 2/0 dT//Qddx/G(Tl—T/,ﬂﬁl—xl) G(ro—7',29—2"). (28)

For the first order correction we get:

(p(X1)p(Xa) >7(71) =

= _%</ dXS/ dX, <G(X1 - X1)G(Xy — X3) + G(X — X3)G(Xy — X4)>

n(Xs) </ dX5G(Xy — X5)77(X5)>3>n- (29)

where, for simplicity, we have introduced a compact notation:

/0 "dr /Q Ay = / dx, (30)

and also (7, z) = ¢(X) and finally n(7, z) = n(X).

The process can be repeated and therefore the stochastic quantization can be used
as an alternative approach to describe scalar quantum fields. Therefore, the two-point
function up to the first order level in the coupling constant A is given by

(71, 21) (72, T2) >7(71) = (a) + (0) + (), (31)
where (a) is the zero order two-point function and (b) and (c) are given, respectively, by:

A

(b) = -5 6%k + kg)/ dk /OT1 dr G(ky; 7 — 7)D(k; 7, 7) D (ko3 7, 7), (32)

() = _g 0%k + k) [ 'k /0 " dr Glkyi = D(ki,T)D(kis 7, 7). (33)
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These are the contributions in first order. A simple computation shows that we recover
the correct equilibrium result at equal asymptotic Markov parameters (1, = 75 — 00):

A 1 1 1
D) riers oo = — 2 0%kt + k /ddki. 34
o) R g ) ey Y

Obtaining the Schwinger functions in the asymptotic limit does not guarantee that
we gain a finite physical theory. The next step is to implement a suitable regularization
scheme. A crucial point to find a satisfactory regularization scheme is to use one that
preserves the symmetries of the original model. The presence of the Markov parameter as
an extra dimension lead us to a new regularization scheme, the stochastic regularization
method, which preserves all the symmetries of the theory under study. Therefore, let us
implement a continuum regularization procedure [16] [17] [18] [19] [20]. We begin with a
regularized Markovian Parisi-Wu Langevin system:

a%‘p(T’ 7) = _5(:?;) )+ / A%y Rey (D) (T, y). (35)

Since we are still assuming a Gaussian noise distribution we have that the random noise
field still satisfies the relations given by Eqs. (5) and (6). The regulator R(A) that
multiplies the noise is a function of the Laplacian:

w(z)=p(r,z

By = [ d2(8)2:(0,)e0 (36)
where
(au):vy = az(sd(x —y). (37)
In this paper we will be working with a heat kernel regulator with the form:
A
R A) = exp( 55 ). (38)

where A is a parameter introduced to regularize the theory. The basic restrictions on the
form of this heat kernel regulator are:

R(A;A)[p—oo = 1, (39)

or

Ry (A5 A)| Amoe = 0%(a — ), (40)
which guarantees that the regularized process given by Eq. (35) reduces to the formal
process given by Eq. (3) in the formal regulator limit A — oo.

With this modification in the Langevin equation, it is possible to show that all the
contributions to the n-point function at all orders in the coupling constant A are finite.
For instance, the contribution to the two-point function at the one-loop level given by Eq.
(32) is rewritten as:

2

0] 2y ) . J I S
nERmee T g DA T2 o m2) (K + k2 A+ 2m2) (k2 +m3)’

where Ry is the Fourier transform of the regulator, i.e.,
Ri(A) = R(A; A)|a=—pe. (42)
Now we use this method to discuss the quantization of scalar theories with self-

interaction in a curved spacetime with event horizon. Being more specific, we are in-
terested to investigate the A\p? theory in de Sitter Euclidean manifold.
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3 Stochastic quantization for the (\p?); scalar theory:
the de Sitter case

The aim of this section is to implement the stochastic quantization and the stochastic
regularization for the self-interacting A¢* theory in the one-loop level in the de Sitter
spacetime. Let us consider a M* manifold that admit a non-vanishing timelike Killing
vector field X. If one can always introduce coordinates t = 2%, 2, 22, 23 locally such that
X = % and the components of the metric tensor are independent of ¢, M* is stationary.
If further the distribution X+ of 3-planes orthogonal to X is integrable, then M?* is
static. Each integral curve of the Killing vector vector field X = % is a world line of
an possible observer. Since X = % generates isometries, the 3-planes X+ are invariant
under these isometries. For static manifold, it is possible to perform a Wick rotation, i.e.,
analytically extend the pseudo-Riemannian manifold to the Riemannian domain without
problem. Therefore for static spacetime the implementation of the stochastic quantization
is straightforward.

In the previous section, we have been working in an Euclidean space R¢ x R ™), where
R? is the usual Euclidean space and R is the Markov sector. Now let us generalize
this to a more complicated case, i.e., let us work in de Sitter manifold M. In other words,
we will consider a classical field theory defined in a M x R™) manifold coupled with a
heat reservoir.

In general, we may write the mode decompositions as:

o(r,2) = [ dik)on(r)ue(e), (43)

and

n(r.) = [ dp(k)n(r)ua), (44)

where the measure fi(k) depends on the metric we are interested in. For instance, in the
flat case, we have that in a four dimensional space dji(k) = d*k and the modes u(z) are
given by:
1,
up(r) = —=e"". 45
Four-dimensional de Sitter space is most easily represented as the hyperboloid [21]
[22]

2 2 2 2 2_ _ 9
25— 2] — 25 — 23 — 2] = —Q°, (46)

embedded in five-dimensional Minkowski space with metric
ds* = dzy — dz? — dzs — dz3 — d2) (47)

i From the form of Eq. (46), we see that the symmetry group of de Sitter space is the ten
parameter group SO(1,4) of homogeneous Lorentz transformations in the five-dimensional
embedding space known as the de Sitter group. Just as the Poincaré group plays a central
role in the quantization of fields in Minkowski space, so the de Sitter group of symmetries
on de Sitter space is fundamental to the discussion of its quantization. The de Sitter

. . .. . -1
space-time Sy 3 is of constant curvature. Its Ricci curvature is equal to %
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Let us introduce in Sy 3 the coordinates z° = (¢,£%), where 3,6,7 = 0,1,2,3 and
i,j =1,2,3. We are following the Refs. [23] [24]. We have:

2 =atant; —mw/2<t<7/2 (48)

a Lg2 ¢3y. b=1,2.3.4 49
Z COSt (556)7 a? P B Bl | ()

¢, €2, &3 being coordinates on the sphere kf + k2 + k3 4+ k3 = 1. The infinitely remote
“future” (“past”) corresponds to the value t = 7/2 (t = —7/2) of the time-like coordinate
t. The three-dimensional spheres z° = const. are hypersurfaces of equal time.

If we denote:

dki + dks + dk3 + dk; = w;;(€1, €2, 6%) dg' d¢ (50)
where w;; = %—’2‘?3—’2‘? is the metric tensor of S3, the interval of the de Sitter space-time is
written as )

2 _ 2 (€L €2 3y et ged ) 1
a5 = (A =y (€,€.6%) gl (51)

With an usual Wick rotation, we end up in the Euclidean de Sitter space, written in the
coordinates above.

The modes for the conformally coupled scalar field equation for the Euclidean de Sitter
space are given by

Upeo () = NVs + 10y [k(€)]f, (1) cosht, (52)

with s =0,1,2,..., 0 = 1,..., (s + 1)?. The functions ®,, are basic orthonormal harmonic
polynomials in k of degree s. They are labeled by the index o. The f;—L(t) are expressed
through a hypergeometric function

14 tanht
i)’ (53)

1 : ; ; .
fot) = @\/F(ZP+M)F(ZP—M+1)€“tF(u,1—wp+1; 5

with p = %(1 — /1 —4m?) and m = mpa. The measure for the mode decomposition for
Egs. (43) and (44) is given by

N 1
/ d,upsa = % / dp Z : (’54)

For fields defined in spaces with a general line element given by
ds® = goodt® + hijdax'da? (55)

is possible to prove that the the Parisi-Wu Langevin equation for scalar fields in Euclidean
de Sitter manifold reads

__ Yoo 0 So
VT (@)l

where g = det g,,,. The classical Euclidean action Sy that appears in the above equation
is given by

+ (T, ), (56)

=p(1, )

0
E(JO(’R ZE) =

S, :/d%\/gc, (57)
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where the Lagrangian density L is given by

1 1
L= 5 9w 0, Oy + ) (mg + ER)p?. (58)
Note that we introduce a coupling between the scalar field and the gravitational field
represented by the term Re? where ¢ is a numerical factor and R is the Ricci scalar

curvature. Assuming a conformally coupled field, we have £ = igg:f; The random noise

field n(7, z) obeys the Gaussian statistical law:

(n(m,2))y =0 (59)
and 5
(n(r,z)n(7', ) )y = 0w —a')o(r — 7). (60)
9(@)
Substituting Eq. (57) and Eq. (58) in the Langevin equation given by Eq. (56), we get
0 5 2
S P(T,2) = —goo(~A 1 + = Jolr, ) + (). (61)

Denoting the covariant derivative by V, we can define the four-dimensional Laplace-
Beltrami operator A by

A = g29.(9"gu0,)
= 9uwVuV.. (62)

To proceed, as in the flat situation, let us introduce the retarded Green function for
the diffusion problem G(7 — 7/, x — '), which obeys

0 2 1
la + 9oo (—Am +mg + e )1 Gir—7,x—-12)= ﬁ 'z —2)o(r —7), (63)
ifr—7>0,and G(r — 7, z,2') =0if 7 — 7/ < 0.

Using the retarded Green function and the initial condition ¢(7,x)|,—o = 0, a formal
solution for Eq. (61) reads

o(t,z) = /OT dr’ /Q d*a’ \/g(z") G(r — 7,2 — 2 (7', o). (64)

Inserting the modes given by Eq. (52) in Eq. (61) we have that each mode coefficient
satisfy the Langevin equation given by

L u(r) = —(a + V() + ), (65)

where ¢* = p* + k? and k? = s(s + 2).
The solution for Eq. (65), with the initial condition ¢,(7)|;—0 = 0, reads:

pur) = [ dr'Gylr, 7 (), (66)

where

Gy(7,7) = exp (—(¢* + 1)(7 = 7)) (r — 7) (67)
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is the retarded Green function for the diffusion problem.
Using the relations given by Eq. (59) and Eq. (60), we get that the mode coefficients
for the random noise satisfies
(1g(T) )y =0 (68)

and
<77q(7_)77q’ () >77 = 20(T — T/)54(q7 q), (69)

where §*(q, ¢') = 6(p + p') 0550501
The two-point function D, (7, 7’) can be calculated in a similar way as in the Euclidean
flat case. We have

1 1 e
D(I(Ta T/) = %54(%(]/) (q2 + 1) (6 SR I € @D+ )) ; (70)

or, in the coordinate representation space:
D(r, 7’52z, 2") /du u, (2')Dy(7,7') =

1 2 /
di( (@+Dlr=7'] _ o=(*+1)(r+7) 1
[ dita) <>(q+1)(e ¢ ), (71)

where [ dfi(q) is given by Eq. (54) and, for simplicity, the index ¢ denotes the set of
indices pso that label the modes. After a simple calculation [25] [26] it is easy to prove
that in the equilibrium limit (77 = 7 — o0) we reach the usual result presented in the
literature.

Now, let us apply this method for the case of a self-interacting theory with an inter-
action action given by

= [t o) o). (72)

In the same way as in the Euclidean flat case, we can solve the equation using a
perturbative series in A\. The two-point function up to the one loop level is given by

{o(r,2)p(m, 22) )3 = (@) + (b) + (o), (73)

where (a) is the zero order two-point function given by Eq. (70) and (b) and (c) are given
in the momentum space respectively by

0)= =50k [ di)ui vy [" drGoln = DDy(r D), (1)

© = =38R [ dip)uguy [7drGuln =)Dy D7) (75)

These are the contributions in first order. Substituting the expressions for G,(7 — 7)
and D,(7,7') defined in Egs. (67) and (70), respectively, one can easily show that in the
asymptotic limit (71 = 75 — 00) the term (b), for example, is written as

1 1 s
(2+1) (F+k2+2)

Olimrsoo = =5 60, ) (76)
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where the quantity [ is defined as

0o (s+1)2
1
I = /d E E + - _—. 7
pS:O ~ upsa(‘rl)upsa(xl) p2+(5+1)2 ( )

Inserting the expression for the modes given by Eq. (52) and using a summation theorem
for harmonic polynomials, the expression above becomes

2 o) 1

I= %cosh2 t1 Y (s+ 1)3/dp fr(ty) f ()

= P2+ (s+1)% (78)

Recalling that the functions fpjE (t) are, in fact, hypergeometric functions, the integral in
the expression above can be performed as long as we choose the appropriate contour in
the p complex plane. These functions are regular in the simple pole py = —i(s + 1), and
the integration yields

N2 o)
I=o- cosh®t; D" (s +1)> f7(th) f, (t1) : (79)
Q@ s=0 p=—i(s+1)

The series in this equation is clearly divergent, so we need a procedure to regularize
it and obtain a finite quantity for the two-point function. This can be done through the
covariant stochastic regularization procedure. We first introduce a regularized Langevin
equation, which is a generalization of Eq. (56):

Gretna) =S| AR ) (50)

where the regulator is a function of the Laplacian. Using the mode decomposition given
by Eqgs. (43) and (44), the expression above becomes

0

5.%a(7) = —(q% + 1)ipg(7) + Ryng(7), (81)

where Ry = Ryy(A)|a=—p2+(s+1)2) and Ry (A) = [ dji(q) ug (x)ug (y) Ry Then, it is easy
to show that the two-point correlation function for the free field in momentum space is
given by

w(z)=p(T2

1 R2 2 / 2 ’
D N =—6%q,q q —(@+V) =] _ —~(@+D)(r+7) 29
(I(Ta T ) (27T) (q7 q ) (q2 + 1) (6 [ ) s ( )

and the first order contribution to the two-point correlation function is given by

- R 1
(b)/\’ﬁ:TQHOO = _5 0 (Q7 k) (kg + 1) (qg + k24 2) I(A) (83)

The term I(A) is given by

oo (s+1)2 2
Rp

1) = [dp Y X (o))

s=0 o=1

PP+ (s+1)%
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which is almost the same expression as the one given by Eq. (77), with the difference
that now it is regularized. Performing the same calculations, one easily obtains

—2(p?+(s+1)%)/A?

P2+ (s+1)2

2 o0
TN = geoshity [dpY- (s +1)° ) (35)
s=0

The behavior of the exponential function guarantees that the integral in the above equa-
tion is finite. Although we are not able to present such integral in terms of known func-
tions, to our purpose it is enough that the integral is finite as we commented. Therefore,
we have obtained the regularized two-point Schwinger function at the one-loop level for
a massive conformally coupled scalar field in de Sitter space. A similar treatment can be
done to find a regularized four-point Schwinger function also at the one-loop level.

A quite important point is that this regularization procedure preserves all the symme-
tries of the unregularized Lagrangian, since it is not an action regularization. The next
step would be to isolate the parts that go to infinity in the limit A — oo and remove them
with a suitable redefinition of the constants of the theory, i.e., carry out the renormal-
ization program. A natural question now would be if we can actually renormalize all the
n-point functions at all orders at the coupling constant \. Birrel [27] has given arguments
that a priori we cannot expect that a regularization independent proof of the renormaliz-
ability of the Ap?* theory in a curved background exists. One attempt of general proof of
renormalizability of Ap? theory defined in a spacetime which can be analytically contin-
ued to Euclidean situation was given by Bunch [28]. Using the Epstein-Glaser method,
Brunetti and Fredenhagen [29] presented a perturbative construction of this theory on a
smooth globally hyperbolic curved spacetime. Our derivation shows that the stochastic
regularization may be an attempt in a direction of such regularization independent proof,
even though we are still restricted to the same situation studied by Bunch.

4 Conclusions and perspectives

The picture that emerges from these discussions is that the implementation of the
stochastic quantization in curved background is related to the following fact. For static
manifold, it is possible to perform a Wick rotation, i.e., analytically extend the pseudo-
Riemannian manifold to the Riemannian domain without problem. Nevertheless, for non-
static curved manifolds we have to extend the formalism beyond the Euclidean signature,
i.e., to formulate the stochastic quantization in pseudo-Riemannian manifold, not in the
Riemannian space (as in the original Euclidean space) as was originally formulated. Of
course, this situation is a special case of ordinary Euclidean formulation for systems with
complex actions [30]. It was also shown that, using a non-Markovian Langevin equation
with a colored random noise, the convergence problem can be solved. It was proved that
it is possible to obtain convergence toward equilibrium even with an imaginary Chern-
Simons coefficient. The same method was applied to the self-interacting scalar model
[31]. We conclude saying that several alternative methods have been proposes to deal
with interesting physical systems where the Euclidean action is complex. These methods
do not suggest any systematic analytic treatment to solve the particular difficulties that
arise in each situation.

The possibility of using the stochastic quantization in a generic curved incomplete
manifold is not free of problems. A natural question that arises in a general situation, or,
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specifically, when we are working in Rindler space [32] [33] [34] [35], is what happens to
the noise field correlation function near an event horizon. It is not difficult to see that,
whenever we have g = det g, = 0, this correlation function diverges, and, therefore, all n-
point correlation functions ( ¢(71, z1)¢(72, T2)...0(Ty, Tp) ), Will have meaningless values,
in virtue of the solution of the Langevin equation. Someone may implement a brick wall-
like model [36] [37] in order to account for these effects; in other words, one imposes a
boundary condition on solutions of the Langevin equation at a point near the cosmological
event horizon [38]. On the other hand, in the limit ¢ = det g,,, — oo, all the correlation
functions vanish. The crucial point of our article was to circumvent the problem above
discussed using a coordinate system where the event horizon is absent. A natural extension
of this paper is to study the stochastic quantization using a different coordinatization of
the de Sitter space hyperboloid where the event horizon explicitly appears.
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